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Paper 3
QUANTITATIVE METHODS IN ECONOMICS

Answer ALL FOUR questions from Section A. ONE questions from Section B.
ALL FOUR questions from Section C and ONE question from Section D.

Answers from Section A and B (Mathematics) and from Section C and D
(Statistics) must be completed on separate pages with the letter of the Section
written at the top of the page.

Section A and C will each carry 30% of the marks for this paper. Section B and D
each carry 20% of the marks.

Each question within each section carries equal weight.

Write your Blind Grade Number (not your name) on your answers.

Candidates are asked to note that there may be a reduction in marks for
scripts with illegible handwriting.

Please note that there is no mechanism available to raise a query during
the assessment. If you have queries regarding your assessment or the
question paper, you should continue to the best of your ability and raise
these with your College Tutor after the assessment.

SPECIAL REQUIREMENTS ATTACHED TO THIS EXAM

Standard normal table
t distribution table

Submitting your assignment to Moodle

You must submit your answers within the assessment window by
uploading one single PDF file to Moodle. This file must include the
completed cover sheet and all your typed and hand-written pages with your
answer.

Assessment window
You have 3 hours and 30minutes to complete the exam + 30minutes to
upload your answers.
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SECTION A - Answer ALL FOUR questions from this Section.

1. Give an example of:
(a) A function f(z) which is differentiable for all z € R, but not twice
differentiable for some = € R.
(b) A function g(z) which is continuous and differentiable for all z € R,
strictly concave for x < 0, and simultaneously concave and convex for
x > 0.

2. Answer the following questions:
(a) Consider the function

g(x) —/ Inudu
1

T

with x > 1. For which values of @ > 1 is this function increasing over
(1,a)? For which values of a > 1 is this function concave over (1,a)?
Justify your answers.
(b) Find the value of foloo f(x)dz, where
@) = { 27" (x — 2n) for x € [2n,2n + 1]
—2""(x —2n—2) forz € [2n+1,2n+ 2]

with n =0, 1,2, ... Show your work!

3. Suppose that f(x) is a strictly concave continuous function defined on a com-
pact convex subset D of R2.

(a) Show that f(x) does achieve its maximum on D.

(b) Suppose further that Dy is a compact but not necessarily convex subset
of D. Give an example of f(x), D and D, that satisfy the above require-
ments and are such that the maximum of f(x) on Dy is achieved at two
different points.

4. Consider a 2 x 2 matrix A = < ";: :‘Z
(a) Describe the set of pairs (x,y) € R? such that x € [-1,1], y € [-1,1],
and the corresponding A is positive definite. Is this set convex? Is this
set compact? Justify your answers.
(b) Find the maximum value of the determinant of A if it is known that
r € [-1,1], y € [-1,1], that A is positive definite, and 2z = y + 1.
Explain why you think this is indeed the maximum.
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SECTION B - Answer ONE question from this Section.

5. Suppose that a consumer has utility function U (x,y) = 2+ y* with constant
a € (0,1), where x > 0 and y > 0 are quantities of two goods available for
consumption.

(a) Using the Lagrange multiplier method, find the bundle (z*, y*) that max-
imises the utility subject to the budget constraint pxr+y = 1, where p > 0
is the relative price of good =.

(b) Show that your answer in (a) indeed delivers the maximum utility as
opposed to, say, the minimum.

(c) Express the value of the Lagrange multiplier at the maximum as a func-
tion of o and p. Interpret this value and comment on how it depends on
p in light of this interpretation.

(d) Let U*(p,a) = U (a*,y*) denote the indirect utility function. Find
%U *(p,a) as a function of p and «. How does this quantity behave
as a — 07

6. A country’s population at time t equals P(¢) million people. This function
satisfies the differential equation

L by = vp(t) + 1),

dt

where b is a positive constant, ¢ is measured in years, and I(t) equals the rate

of immigration to the country from the rest of the world.

(a) Suppose that the rate of immigration is constant I(¢) = a. Then all
solutions to the above differential equation have the form P(t) = Aeb —
a/b, where A is some constant. Explain why this does not imply that
the higher immigration rate a; > a would lead to a lower population size
P(t).

(b) Let a=1,b=0.005, and P (2000) = 50. Find the value of P(2020).

(¢) You would like to approximate P(t) by its Taylor polynomial of second
degree around ¢t = 2000. Suppose that all assumptions made in (a) and
(b) hold. Using Taylor’s remainder theorem, estimate an upper bound
on the maximum of the absolute value of the approximation error for
t € [2000, 2020] .

(d) Now suppose that b = 0.005 and P (2000) = 50, as above, but that the
immigration was stopped at 2010 so that [(t) = 1 for t < 2010 but
I(t) = 0 for ¢t > 2010. Find the value of P(2020). Show your work!
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Section C - Answer ALL FOUR questions from this Section.

7. A large number of people, N, are subjected to a test for a disease. This can
be administered in two ways: (1) each person can be tested separately, in
this case N tests are required, (2) the samples of k persons can be pooled and
analysed together. If this test is negative, this one test suffices for the k people.
If the test is positive, each of the k persons must be tested separately, and,
in all, k£ + 1 tests are required for the k£ people. Assume that the probability
p that a test for a single person is positive is the same for all people and that
these events are independent.

(a) Find the probability that the test for a pooled sample of k people will
be positive.

(b) What is the expected value of the number X of tests necessary under
plan (2)? (Assume that N is divisible by k.)

(c) Show that the value of & which will minimise the expected number of
tests under the second plan when p is small is approximately 1/,/p.

You may use, if necessary, the approximation (1 — p)k ~ 1 — kp for small
.

(d) For an airborne infectious disease if we pool by households the assump-
tion of independence is unlikely to be met. What might be the conse-
quence on the number of tests required under pooled testing?
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Let X and Y be independent random variables with density functions fx (x)
and fy (y) respectively. Denote their sum by Z = X 4+ Y. The density of Z
is then given by the formula

—+00

fz(2)= Ifx (z—y) fr (y)dy

An exponentially distributed random variable has density function

i (2) = {Aem e

0 elsewhere

where )\ is a positive parameter.

(a) Sketch the density function of an exponentially distributed random vari-
able X for the case A = 1.

(b) Show that if X and Y are independent exponentially distributed random
variables with the same A\ then the density function of their sum Z is

given by
MNze ™™ >0
fz(2) = { -

0 elsewhere
Sketch the density function of Z in the case A = 1.

Hint: In part (b) pay careful attention to the limits and variable that is
integrated over.

A researcher has data Xi,..., Xy with N = 50, where X, are independent
and identically distributed random variables with unknown population mean
i and known population variance o2 = 1600. The researcher uses these data
to run a standard one-tail test of the null hypothesis Hy : p = 170 against the
alternative H; : u = 190 at a significance level of & = 0.05. Find the power
of this test. State clearly any assumptions you make.
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10.  Figure 1 summarises the results of a test for Covid-19 applied to a small sample

of individuals. Predicted outcomes based on test results are cross-classified
with a final diagnosis.

Test Result

Final Diagnosis

Covid Not Covid
z
2 TP =82 FP=13
&)
]
2
&) FN =171 TN =301
2
V4

Figure 1

True positive (TP): the numbers with Covid-19 who had a positive test result.
False positive (FP): the numbers without Covid-19 who had a positive test

result.
True negative (TN): the numbers without Covid-19 who had a negative test
result.
False negative (FN): the numbers with Covid-19 who had a negative test
result.

(a)

(b)

Based on the data in Figure 1 interpret the probabilities
71 =TP/(TP+ FN) and 79 = TN/ (TN + FP)

Comment on the numerical values of 71 and 7.

Using a large sample, the Covid-19 testing programme in the UK has

been verified by Public Health England, with both 7; and 75 over 95%.

i.  What does this tell us about the extent of false positives and false
negatives?

ii. What is the link between 71 and 79 and Type I and Type II errors?

An analyst computes the ratio

LR — TP / FP
TP+ FN FP+TN

i.  Use the data in Figure 1 to compute a value for LR and interpret
your findings.

ii. Use the data in Figure 1 to compute the pre-test odds ratio
Pr(COVID)/(1—Pr(COVID))

In what sense does the information in LR update the pre-test odds
of having Covid-197
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Section D - Answer ONE question from this Section.

11.

12.

For two events A, B in an outcome space §) we say event A attracts event

B if Prob(B | A) > Prob(B) and event A repels event B if Prob(B | A) <

Prob(B).

(a) Prove that A attracts B if and only if B attracts A. Hence we can say
that A and B are mutually attractive if A attracts B.

(b) Prove that A neither attracts nor repels B if and only if A and B are
independent.

(c) Prove that A and B are mutually attractive if and only if Prob(B | A) >

Prob (B | fl) where A is the complement of A (that is those elements of

Q that are not in A so that 2 = AU A and A and A are disjoint).

(d) Prove that if A attracts B, then A repels B, where B is the complement
of B.

(e) A standard pack of cards contains 52 cards divided into four suits. Let
R; be the event that the i** player in a poker game is dealt a royal flush
(A,K,Q,J,10 of one suit). Show that a royal flush attracts another royal
flush, that is Prob(Rs | Ry) > Prob(Rs). Assume that, first, five cards
are dealt to the first player, and then five cards from what remains in
the pack are dealt to the second player.

Consider the regression model
Yi =01+ BoXi +u (1)

with i = 1,2,...,n, where 3; and 3, are unknown parameters, F(u;) = 0 and
Cov (X;,u;) = 0. Let Y, X, and @ denote the respective sample means.
(a) Express (3, in terms of Cov(Y;, X;) and Var (X;) . How is this expression
related to B;, the OLS estimate of 3,7
(b) We now demean X; to obtain X} = X; — X.
i.  Demonstrate that the OLS estimate of the intercept in the regression
of Y; on X} will be equal to Y.
ii. Show that the OLS estimate of the slope coefficient in the regression
of Y; on X* will be the same as in regression (1).
(¢) Equation (1) implies
YV =08+08,X+u
and therefore
Vit =0, X{ +uj (2)

fori=1,2,...,n, where Y* =Y; - Y, X = X; — X, and u} = u; — .

i.  Demonstrate that regression (2) will yield the same OLS estimate of
3, as regression (1).

ii. Determine the OLS estimate of the intercept if Y;* were regressed on
X} with an intercept included in the regression specification.
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STANDARD NORMAL DISTRIBUTION: Table Values Represent AREA to the LEFT of the Z score.

V4 .00 .01 .02 .03 .04 .05 .06 .07 .08 .09
-3.9 | .00005 .00005 .00004 .00004 .00004 .00004 .00004 .00004 .00003 .00003
-3.8 | .00007 .00007 .00007 .00006 .00006 .00006 .00006 .00005 .00005 .00005
-3.7 | .00011 .00010 .00010 .00010 .00009 .00009 .00008 .00008 .00008 .00008
-3.6 | .00016 .00015 .00015 .00014 .00014 .00013 .00013 .00012 .00012 .00011
-3.5 | .00023 .00022 .00022 .00021 .00020 .00019 .00019 .00018 .00017 .00017
-3.4 | .00034 .00032 .00031 .00030 .00029 .00028 .00027 .00026 .00025 .00024
-3.3 | .00048 .00047 .00045 .00043 .00042 .00040 .00039 .00038 .00036 .00035
-3.2 | .00069 .00066 .00064 .00062 .00060 .00058 .00056 .00054 .00052 .00050
-3.1 | .00097 .00094 .00090 .00087 .00084 .00082 .00079 .00076 .00074 .00071
-3.0 | .00135 .00131 .00126 .00122 .00118 .00114 .00111 .00107 .00104 .00100
-29 | .00187 .00181 .00175 .00169 .00164 .00159 .00154 .00149 .00144 .00139
-2.8 | .00256 .00248 .00240 .00233 .00226 .00219 .00212 .00205 .00199 .00193
-2.7 | .00347 .00336 .00326 .00317 .00307 .00298 .00289 .00280 .00272 .00264
-2.6 | .00466 .00453 .00440 .00427 .00415 .00402 .00391 .00379 .00368 .00357
-2.5 | .00621 .00604 .00587 .00570 .00554 .00539 .00523 .00508 .00494 .00480
-2.4 | .00820 .00798 .00776 .00755 .00734 .00714 .00695 .00676 .00657 .00639
-2.3 | .01072 .01044 .01017 .00990 .00964 .00939 .00914 .00889 .00866 .00842
-2.2 | .01390 .01355 .01321 .01287 .01255 .01222 .01191 .01160 .01130 .01101
-2.1 | .01786 .01743 .01700 .01659 01618 01578 .01539 .01500 .01463 .01426
-2.0 | .02275 .02222 .02169 02118 .02068 .02018 .01970 .01923 .01876 .01831
-1.9 | .02872 .02807 .02743 .02680 02619 02559 .02500 .02442 .02385 .02330
-1.8 | .03593 .03515 .03438 .03362 .03288 .03216 .03144 .03074 .03005 .02938
-1.7 | .04457 .04363 .04272 .04182 .04093 .04006 .03920 .03836 03754 .03673
-1.6 | .05480 .05370 .05262 05155 .05050 .04947 .04846 .04746 .04648 .04551
-1.5 | .06681 .06552 .06426 .06301 06178 .06057 .05938 .05821 .05705 .05592
-1.4 | .08076 07927 .07780 .07636 .07493 .07353 07215 .07078 .06944 06811
-1.3 | .09680 .09510 .09342 .09176 .09012 .08851 .08691 .08534 .08379 .08226
-1.2 | 11507 11314 11123 .10935 .10749 .10565 .10383 .10204 .10027 .09853
-1.1 | 13567 13350 13136 12924 12714 12507 12302 12100 .11900 11702
-1.0 | .15866 15625 .15386 15151 14917 .14686 14457 14231 .14007 13786
-0.9 | .18406 18141 17879 17619 17361 17106 .16853 16602 16354 .16109
-0.8 | 21186 20897 20611 20327 .20045 19766 .19489 19215 .18943 18673
-0.7 | .24196 23885 23576 .23270 .22965 .22663 22363 22065 21770 21476
-0.6 | 27425 27093 26763 26435 26109 25785 .25463 25143 .24825 24510
-0.5 | 30854 .30503 .30153 .29806 .29460 29116 28774 28434 .28096 27760
-0.4 | .34458 .34090 33724 .33360 32997 32636 32276 31918 31561 31207
-0.3 | .38209 37828 37448 .37070 .36693 36317 35942 35569 35197 34827
-0.2 | 42074 41683 41294 40905 40517 40129 39743 39358 38974 38591
-0.1 | .46017 45620 45224 44828 44433 44038 43644 43251 42858 42465
-0.0 | .50000 49601 49202 48803 48405 48006 47608 47210 46812 46414




STANDARD NORMAL DISTRIBUTION: Table Values Represent AREA to the LEFT of the Z score.

V4 .00 .01 .02 .03 .04 .05 .06 .07 .08 .09
0.0 | .50000 .50399 .50798 51197 51595 51994 52392 52790 53188 .53586
0.1 | .53983 .54380 .54776 55172 55567 .55962 .56356 56749 57142 57535
0.2 | .57926 58317 .58706 .59095 .59483 59871 .60257 .60642 .61026 .61409
0.3 | .61791 .62172 .62552 .62930 .63307 .63683 .64058 .64431 .64803 65173
04 [ .65542 .65910 .66276 .66640 .67003 67364 67724 .68082 .68439 .68793
0.5 | .69146 .69497 .69847 70194 70540 70884 71226 71566 71904 72240
0.6 | .72575 72907 713237 73565 73891 74215 74537 74857 15175 75490
0.7 | .75804 76115 76424 76730 77035 7337 77637 77935 78230 78524
0.8 | .78814 79103 79389 79673 79955 .80234 .80511 .80785 .81057 81327
0.9 [ .81594 .81859 82121 .82381 .82639 .82894 .83147 .83398 .83646 .83891
1.0 | 84134 .84375 .84614 .84849 .85083 .85314 .85543 .85769 .85993 .86214
1.1 | .86433 .86650 .86864 .87076 .87286 .87493 .87698 .87900 .88100 .88298
1.2 | .88493 .88686 .88877 .89065 .89251 .89435 .89617 .89796 .89973 90147
1.3 | .90320 .90490 90658 90824 .90988 91149 91309 91466 91621 91774
1.4 | 91924 92073 .92220 92364 92507 92647 92785 92922 .93056 93189
1.5 | 93319 .93448 93574 93699 .93822 .93943 .94062 94179 .94295 .94408
1.6 | .94520 .94630 94738 .94845 .94950 .95053 95154 95254 95352 .95449
1.7 | 95543 95637 95728 95818 .95907 .95994 .96080 96164 96246 96327
1.8 | .96407 96485 96562 96638 96712 96784 .96856 96926 .96995 97062
1.9 | 97128 97193 97257 97320 97381 97441 97500 97558 97615 97670
2.0 | 97725 97778 97831 97882 97932 97982 .98030 98077 98124 98169
2.1 | .98214 98257 98300 98341 98382 .98422 98461 98500 98537 98574
2.2 | 98610 98645 98679 98713 98745 98778 .98809 .98840 98870 98899
2.3 | .98928 .98956 .98983 99010 .99036 99061 .99086 99111 99134 99158
24 [ 99180 .99202 .99224 .99245 99266 .99286 99305 99324 99343 99361
2.5 | 99379 99396 99413 .99430 .99446 99461 99477 .99492 99506 99520
2.6 | .99534 99547 .99560 99573 99585 99598 .99609 99621 99632 99643
2.7 | .99653 99664 99674 99683 .99693 99702 99711 99720 99728 99736
2.8 | .99744 99752 .99760 99767 99774 99781 99788 99795 99801 99807
2.9 [ 99813 99819 99825 99831 99836 99841 .99846 99851 99856 99861
3.0 | .99865 .99869 99874 99878 99882 .99886 .99889 .99893 .99896 .99900
3.1 | .99903 .99906 99910 99913 99916 99918 99921 .99924 .99926 99929
3.2 | 99931 .99934 .99936 99938 .99940 .99942 .99944 .99946 .99948 99950
3.3 | .99952 99953 99955 99957 99958 .99960 99961 .99962 .99964 .99965
3.4 | .99966 .99968 .99969 .99970 99971 99972 .99973 99974 99975 .99976
3.5 | 99977 99978 99978 99979 .99980 99981 99981 .99982 .99983 .99983
3.6 | .99984 .99985 .99985 99986 .99986 99987 99987 99988 .99988 .99989
3.7 1 .99989 99990 99990 99990 99991 99991 .99992 .99992 .99992 .99992
3.8 | .99993 .99993 .99993 .99994 .99994 .99994 .99994 .99995 .99995 99995
3.9 | .99995 .99995 .99996 .99996 .99996 .99996 .99996 .99996 .99997 .99997




Tables T-11

Table entry for p and C is Probability p
the critical value t* with
probability p lying to its
right and probability C lying
between —t* and t*.

TABLE D

t distribution critical values

t*

Upper-tail probability p

df 25 .20 A5 .10 .05 .025 .02 .01 .005 .0025 .001 .0005
1 1.000 1.376 1.963 3.078 6.314 12.71 15.89 31.82 63.66 127.3 318.3 636.6
2 0.816 1.061 1.386 1.886 2.920 4.303 4.849 6.965 9.925 14.09 22.33 31.60
3 0.765 0.978 1.250 1.638 2.353 3.182 3.482 4.541 5.841 7.453 10.21 12.92
4 0.741 0.941 1.190 1.533 2.132 2.776 2.999 3.747 4.604 5.598 7.173 8.610
5 0.727 0.920 1.156 1.476 2.015 2.571 2.757 3.365 4.032 4.773 5.893 6.869
6 0.718 0.906 1.134 1.440 1.943 2.447 2.612 3.143 3.707 4.317 5.208 5.959
7 0.711 0.896 1.119 1.415 1.895 2.365 2.517 2.998 3.499 4.029 4.785 5.408
8 0.706 0.889 1.108 1.397 1.860 2.306 2.449 2.896 3.355 3.833 4.501 5.041
9 0.703 0.883 1.100 1.383 1.833 2.262 2.398 2.821 3.250 3.690 4.297 4.781

10 0.700 0.879 1.093 1.372 1.812 2.228 2.359 2.764 3.169 3.581 4.144 4.587
11 0.697 0.876 1.088 1.363 1.796 2.201 2.328 2.718 3.106 3.497 4.025 4.437
12 0.695 0.873 1.083 1.356 1.782 2.179 2.303 2.681 3.055 3.428 3.930 4.318
13 0.694 0.870 1.079 1.350 1.771 2.160 2.282 2.650 3.012 3.372 3.852 4.221
14 0.692 0.868 1.076 1.345 1.761 2.145 2.264 2.624 2.977 3.326 3.787 4.140
15 0.691 0.866 1.074 1.341 1.753 2.131 2.249 2.602 2.947 3.286 3.733 4.073
16 0.690 0.865 1.071 1.337 1.746 2.120 2.235 2.583 2.921 3.252 3.686 4.015
17 0.689 0.863 1.069 1.333 1.740 2.110 2.224 2.567 2.898 3.222 3.646 3.965
18 0.688 0.862 1.067 1.330 1.734 2.101 2.214 2.552 2.878 3.197 3.611 3.922
19 0.688 0.861 1.066 1.328 1.729 2.093 2.205 2.539 2.861 3.174 3.579 3.883
20 0.687 0.860 1.064 1.325 1.725 2.086 2.197 2.528 2.845 3.153 3.552 3.850
21 0.686 0.859 1.063 1.323 1.721 2.080 2.189 2.518 2.831 3.135 3.527 3.819
22 0.686 0.858 1.061 1.321 1.717 2.074 2.183 2.508 2.819 3.119 3.505 3.792
23 0.685 0.858 1.060 1.319 1.714 2.069 2.177 2.500 2.807 3.104 3.485 3.768
24 0.685 0.857 1.059 1.318 1.711 2.064 2.172 2.492 2.797 3.091 3.467 3.745
25 0.684 0.856 1.058 1.316 1.708 2.060 2.167 2.485 2.787 3.078 3.450 3.725
26 0.684 0.856 1.058 1.315 1.706 2.056 2.162 2.479 2.779 3.067 3.435 3.707
27 0.684 0.855 1.057 1.314 1.703 2.052 2.158 2.473 2.771 3.057 3.421 3.690
28 0.683 0.855 1.056 1.313 1.701 2.048 2.154 2.467 2.763 3.047 3.408 3.674
29 0.683 0.854 1.055 1.311 1.699 2.045 2.150 2.462 2.756 3.038 3.396 3.659
30 0.683 0.854 1.055 1.310 1.697 2.042 2.147 2.457 2.750 3.030 3.385 3.646
40 0.681 0.851 1.050 1.303 1.684 2.021 2.123 2.423 2.704 2.971 3.307 3.551
50 0.679 0.849 1.047 1.299 1.676 2.009 2.109 2.403 2.678 2.937 3.261 3.496
60 0.679 0.848 1.045 1.296 1.671 2.000 2.099 2.390 2.660 2915 3.232 3.460
80 0.678 0.846 1.043 1.292 1.664 1.990 2.088 2.374 2.639 2.887 3.195 3.416
100 0.677 0.845 1.042 1.290 1.660 1.984 2.081 2.364 2.626 2.871 3.174 3.390
1000 0.675 0.842 1.037 1.282 1.646 1.962 2.056 2.330 2.581 2.813 3.098 3.300
Z" 0.674 0.841 1.036 1.282 1.645 1.960 2.054 2.326 2.576 2.807 3.091 3.291

50% 60% 70% 80% 90% 95% 96% 98% 99% 99.5% 99.8% 99.9%

Confidence level C






